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Abstract 

 
The unique U-shaped structure of U-Net network makes it achieve good performance in image 
segmentation. This network is a lightweight network with a small number of parameters for 
small image segmentation datasets. However, when the medical image to be segmented 
contains a lot of detailed information, the segmentation results cannot fully meet the actual 
requirements. In order to achieve higher accuracy of medical image segmentation, a novel 
improved U-Net network architecture called multi-scale encoder-decoder U-Net+ (MEDU-
Net+) is proposed in this paper. We design the GoogLeNet for achieving more information at 
the encoder of the proposed MEDU-Net+, and present the multi-scale feature extraction for 
fusing semantic information of different scales in the encoder and decoder. Meanwhile, we 
also introduce the layer-by-layer skip connection to connect the information of each layer, so 
that there is no need to encode the last layer and return the information. The proposed MEDU-
Net+ divides the unknown depth network into each part of deconvolution layer to replace the 
direct connection of the encoder and decoder in U-Net. In addition, a new combined loss 
function is proposed to extract more edge information by combining the advantages of the 
generalized dice and the focal loss functions. Finally, we validate our proposed MEDU-Net+ 
and other classic medical image segmentation networks on three medical image datasets. The 
experimental results show that our proposed MEDU-Net+ has prominent superior 
performance compared with other medical image segmentation networks. 
 
Keywords:  Medical image segmentation, Deep learning, U-Net, Multi-scale feature fusion, 
Skip connection 
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1. Introduction 

Traditional image segmentation methods are mainly based on human intervention. These 
methods believe that the image can be divided to different regions according to features such 
as grayscale, texture and color, and there are different features between regions while the same 
features within regions [1]. It has been demonstrated that these traditional methods are difficult 
to process complex medical images efficiently and conveniently. 

The image segmentation methods based on deep learning (DL) [2,3] have been attracted 
wide attention and many efficient, convenient and simple DL-based methods have been 
proposed gradually. Most DL-based image segmentation methods require a large number of 
images for processing, however, the number of medical images that can be used for training 
and testing is always limited, and this problem has become a big challenge for DL-based 
medical image segmentation methods [4]. These DL-based methods use a certain depth of 
network architecture to extract rich semantic information from images. For example, Jonathan 
et al. [5] proposed fully convolutional network (FCN) for image semantic segmentation. It 
changed the visual geometry group (VGG) mechanism [6] and some other networks, added 
the fully connected layers to its architecture, and introduced the convolution structure for 
image semantic segmentation. Lots of experiments have indicated that FCN can achieve good 
image semantic segmentation performance. And then, a U-shaped architecture with 
complementary the encoder and decoder and a feature fusion with splicing was firstly 
proposed in U-Net network [7]. U-net is one of the most popular FCN models and it is widely 
used in medical image processing [3]. Thanks to the data augmentation [8], U-Net only needs 
few annotated images to get impressive performance and has a reasonable training time. It is 
worth mentioning that except for data augmentation, transfer learning [9-11] can also generate 
images to effectively alleviate the negative effects of small datasets on medical image 
processing tasks, and improve the generalization ability and performance of the models. For 
example, Zhang et al. [9] placed a particular focus on the field of deep learning, including the 
utilization of convolutional neural networks, transfer learning, and semi-supervised learning. 
Lu et al. [10] utilized transfer learning to obtain the image level representation based on the 
backbone deep convolutional neural network. Lu et al. [11] proposed a novel abnormal brain 
detection algorithm based on improved AlexNet and ELM optimized by chaotic bat algorithm 
to obtain better generalization ability. However, when the image to be segmented contains a 
lot of detailed information, the segmentation results cannot fully meet the actual requirements, 
and it also has its inherent disadvantages. For example, U-Net only uses 3×3 convolution for 
encoding and 3×3 deconvolution for decoding, the obtained feature information is less and the 
information cannot be fully utilized. Moreover, only a small part of the extracted feature 
information of the encoder can be provided by employing the skip connection between the 
single corresponding layers, which wastes the rest of the feature information. In addition, the 
object is biased to the background by adopting the cross-entropy loss function, which may lead 
to poor segmentation results. 

Aiming at some existing shortcomings of U-Net, researchers have put forward some 
improved U-Net network methods. For example, 3D U-Net [12] was proposed for solving the 
limitation of the medical image segmentation only operating on 2D images. And V-Net 
network [13] was proposed for volumetric medical image segmentation. To reduce the 
semantic loss of the pooling of U-Net network, Zhou et al. [14] used the convolution to replace 
the pooling operation, and proposed a nested U-Net (U-Net++) network. This network pays 
more attention to the skip connection and uses the integration of U-Net of different depths to 
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balance the unknown network depth and the resulting excessive parameters. Gu et al. [15] 
proposed the context encoder network (CE-Net) which combined a residual module similar to 
ResNet [16] with dilated convolution to obtain more comprehensive and detailed semantic 
information. In addition, some other improved U-Net networks [17-22] are proposed for 
improving image segmentation performance by changing the basic convolution block of the 
encoder of U-Net. For example, MultiResUNet [18] proposed a combination of a multi 
residual (MultiRes) module and U-Net, replacing the convolutional module in the U-Net with 
the MultiRes module to complete the function of collecting image feature information. MDU-
Net [19] not only utilized the multi-scale feature fusion to collect more semantic information, 
but also improved network segmentation accuracy by establishing residual connections. MA-
Unet [20] included common modules such as encoder, decoder, and skip connection, and 
introduced the attention mechanism in the decoder to improve the performance of the model 
in image segmentation tasks. DIU-Net [21] integrated the inception module and the dense 
connections into the U-Net architecture. It contains the analysis path and the synthesis path, 
and these two paths mainly consist of the inception-res, the dense-inception, the down-sample 
and the up-sample four kinds of blocks. MECAU-Net [22] reduced the required parameters 
for segmentation by utilizing multi-scale even convolutions to reduce additional computational 
overhead, and then utilized the convolutional attention module to extract richer information 
without adding additional computational complexity. 

Although these above-mentioned improved U-Net networks have achieved good results, 
they only improve some modules of U-Net network, do not consider its overall network 
architecture and improve each module of the whole framework according to its own 
shortcomings. Besides, these networks are always more concerned with the internal 
information of images, but the research of medical images pays more attention to the edge part 
and detailed information of images, which also brings new challenges. To further improve the 
U-Net network performance and achieve higher segmentation accuracy, we propose a novel 
improved U-Net called multi-scale encoder-decoder U-Net+ (MEDU-Net+) network. This 
proposed network focuses on not only the changes of the convolution block at the encoder, but 
also the process of restoring the semantic information. We design the GoogLeNet [23,24] for 
achieving more information at the encoder of the proposed MEDU-Net+, and present the 
multi-scale feature extraction for fusing semantic information of different scales. At the same 
time, we introduce the single skip connection to connect the information of each layer, so that 
there is no need to encode the last layer and then return the information, ensure that the feature 
information extracted from each layer of the encoder is not wasted. In addition, we use the 
multi-scale technology combined with GoogLeNet to improve the decoder of our proposed 
MEDU-Net+. Finally, we propose a new combined loss function to extract more edge 
information by combining the advantages of the generalized dice and the focal loss functions, 
and get better performance without increasing too many parameters. The innovations of our 
proposed MEDU-Net+ network are given as follows: 
 

(1)A multi-scale encoding method combined with GoogLeNet is proposed. 
 

To solve the problem that the encoder of U-Net only uses 3×3 convolution to obtain less 
feature information, a multi-scale encoding method combined with GoogLeNet is proposed. 
The main purpose is to aggregate feature maps from different branches of kernels of different 
sizes, which can make the network wider and capable of learning more features. The proposed 
encoding method uses convolutions of different scales to extract the output of the previous 
layer, and then aggregates several extracted feature information through different convolution 
layers. In addition, GoogLeNet is used to reduce the dimensionality of each convolution 
operation through 1×1 convolution to reduce the computational complexity. Through the 
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proposed encoding method, we can get more comprehensive feature information, and achieve 
better segmentation performance. 

 

(2)A layer-by-layer skip connection is proposed. 
 

Only establishing a path for transmitting information at the corresponding layers of the 
encoding and decoding through skip connections can result in a series of problems. For 
example, due to the large number of layers, transmission span, and semantic differences of 
feature information, the effectiveness of information fusion on both parts can be reduced. In 
addition, skip connection only establishes connection at the corresponding layer, which also 
causes the waste of information of other layers. In order to solve the problem that the skip 
connection between a single corresponding layer of U-Net can only provide a part of the 
extracted feature information by the encoding layer during decoding, and wastes the rest of 
the feature information. We propose to use deconvolution to get the result after each encoding 
step, and add the layer-by-layer skip connection to return to the previous layer, and connect 
the returned information after each encoding with the final decoding, so as to preserve each 
information which generated by the encoding layer. In this way, all the information obtained 
by the encoding layer can be completely transmitted back to the decoding layer to retain all 
the extracted feature information so as to obtain better segmentation results. 

 

(3)A multi-scale decoding method is proposed. 
 

Although as much information as possible has been reserved through the proposed layer-
by-layer skip connection and the multi-scale encoding combined with GoogLeNet, these 
information cannot be fully utilized in decoding. Inspired by the improvement of the encoder 
of our proposed network, we adopt the multi-scale method to improve the decoder. Referring 
to the idea of multi-scale encoding, we carry out similar operations on the decoder, which can 
restore the features more completely. The proposed multi-scale decoding is presented in 3×3 
on the basis of deconvolution, parallel addition of 1×1 deconvolution and 5×5 deconvolution 
branches. Through 1×1, the deconvolution operation greatly enhances the nonlinear features 
while ensuring the invariance of feature information, helping the network achieve better 
segmentation performance. By making full use of multi-scale decoding and the layer-by-layer 
skip connection, all feature information is extracted and retained to obtain better segmentation 
images. 

 

(4)A new combined loss function is proposed. 
 

The cross-entropy loss function of U-Net is a classic loss function that has achieved good 
results in most image segmentation. However, when the number of current object pixels is 
much smaller than the number of background pixels, this loss function causes the object to be 
severely biased toward the background, and leads to poor segmentation results. The 
generalized dice loss function can solve the problem of imbalanced positive and negative 
samples and can improve the segmentation performance of small objects. The Focal loss 
function is suitable for solving the problem of sample imbalance in medical images where the 
background pixels are much larger than the object pixels. Based on the advantages of these 
two loss functions, a new combined loss function is proposed by combining the generalized 
dice and focal loss functions. This combined loss function solves the problem that the 
segmentation result is seriously biased to the background when the object pixels are less than 
the background pixels in medical image, and makes small object medical images get better 
segmentation performance. 

The rest structure of the paper is organized as follows. The second section introduces some 
related works of this paper, and the third section presents our proposed MEDU-Net+ network. 
In the fourth section, our proposed network is scattered for ablation experiments and 
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comparative experiments on three typical datasets to demonstrate its superior performance. 
Finally, the fifth section gives the concluding remarks. 

2. Related Works 
In recent years, U-Net and its improved networks have attracted much attention in image 

segmentation. Since U-Net has the architecture such as skip connection and unique U-shape 
structure, it can get more detailed image information according to the combination of deep and 
shallow features of the image, and basically extract some related features from the image and 
obtain accurate image segmentation results. 

2.1 The U-Net network 
It was generally believed that the successful training of DL depends on a huge number of 

labeled image samples. However, the emergence of U-Net network provides a more effective 
method to use available image samples. U-net can accurately capture the feature information 
in the available images through skip connection and unique U-shaped symmetry structure. 
This special structure makes it possible to produce more accurate segmentation results by 
processing a small number of training samples. 

The U-Net network [7] has a unique U-shaped symmetrical structure, which includes mainly 
three parts: down-sampling, skip connection and up-sampling. Firstly, this network is divided 
into left and right parts to analyze. The left part is the encoder, which reduces the image size 
and extracts some simple features through convolution and down-sampling. The right part is 
the decoder, which obtains some depth features through convolution and up-sampling. In the 
middle, the obtained feature maps in encoding and decoding are combined by concatenation, 
and the image is refined by combining the deep and shallow features, and the prediction and 
segmentation are carried out according to the obtained feature maps. It is noteworthy that the 
feature maps sizes of the two layers need to be cut since they are different. And the last layer 
is classified by the 1×1 convolution. 

2.2 The GoogLeNet network 
VGG and some other DL networks have achieved good training performance by increasing 

their network depth, but the increase of layers leads to many negative impacts, such as over 
fitting, gradient disappearance, and gradient explosion. GoogLeNet [23,24] was proposed to 
improve the training results from another perspective, which can use computing resources 
more effectively and extract more features under the same amount of computing. 

The GoogLeNet proposed the concept of an inception module to construct a sparse and high 
performance computing network architecture. The main advantage of this module is that it 
improves the utilization rate of the computing resources by increasing the depth and width of 
the network, while maintaining the computational budget constant by using the inception 
module. The GoogLeNet introduces the inception module, which uses 1×1 convolution to 
upgrade and reduce dimensions, and simultaneously performs convolution and aggregation on 
multiple dimensions. A large number of 1×1 convolution kernels are added before 3×3 and 
5×5 convolution kernels in the inception module. This structure can aggregate feature maps 
from different branches of kernels of different sizes, which can make the network wider and 
capable of learning more features. It can extract more rich features of different scales and 
enhance segmentation performance since the inception module perform convolution 
reassembly on multiple sizes. Meanwhile, it can also reduce the dimension and the 
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computational complexity. Based on these advantages, we introduce the GoogLeNet to the 
encoder of our proposed MEDU-Net+ network. 

2.3 The multi-scale feature fusion network 
Convolutional neural network (CNN) [25,26] has been widely used in image segmentation. 

It abstractly extracts image features through a layer-by-layer convolution. The image features 
extracted by deep convolution have a large receptive field and strong semantic information 
expression ability, but the resolution of the feature map is low and almost does not contain 
spatial information. Shallow image features have a stronger ability to express spatial 
information and some details due to their relative small receptive field, but contain less abstract 
information. In the process of image segmentation, both deep and shallow features are very 
important. In order to make full use of different scales of information, we use the multi-scale 
feature fusion network to add all these different scale features together for enhancing the 
expression ability of image features and improve the segmentation performance of the network. 

The multi-scale feature network which can improve image segmentation accuracy includes 
the multi-scale input, the multi-scale feature prediction, and the multi-scale feature fusion. The 
multi-scale input is also known as spatial pyramid pooling. It operates on the input images to 
get the images resolution of different sizes and input them together. The multi-scale feature 
prediction is mainly to predict and output different features, and then the output results are 
fused to get a final output. This method is widely used in object detection such as the single 
shot multibox detector (SSD) network [27]. The multi-scale feature fusion network is widely 
used in image segmentation and object detection. It mainly includes the parallel multi-branch 
and the serial layer skip connection structures, and their structures are given as Fig. 1. Both of 
these two structures extract the features under different receptive fields. The parallel multi-
branch structure can obtain the characteristics of different receptive fields at the same level, 
and then transfer them to the next layer after fusion, which can balance the amount of 
calculation and model capabilities more flexibly. This structure uses different sizes of 
convolution kernels to extract the features of receptive fields with different sizes and 
concentrate different results from different channels. The serial structure merges the features 
of different abstract levels, which is indispensable for boundary-sensitive image segmentation. 
U-Net [7] is a typical structure of serial multi-scale feature. In order to achieve feature 
combination, they need to be connected by layer skip connections. Notably, our proposed 
MEDU-Net+ network adopts the parallel multi-branch structure for the multi-scale feature 
fusion. 

 

 
 

Fig. 1. The multi-scale feature fusion.  
(a) is the parallel multi-branch structure; (b) is the serial layer skip connection structure 

2.4 Skip connection 
In general, the significant depth of the network can be useful for the image segmentation 

and get better performance. However, the deep network is difficult to train and always brings 
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gradient disappearance and network degradation. The recent researches have shown that these 
problems can be addressed with the skip connection during the processing of training. And the 
successful application of the skip connection in U-Net proves that it can recover the lost spatial 
information effectively. However, U-Net only establishes connections between the 
corresponding layers of the encoder and decoder, and always ignores the relationship between 
other layers, which leads to loss of the shallow information. It is worth mentioning that we 
design a new skip connection structure in the proposed MEDU-Net+, which uses a layer-by-
layer returning method to obtain enough information for image segmentation. 

3. The proposed MEDU-Net+ network 
We introduce the motivations, the multi-scale encoder, the layer-by-layer skip connection, 

the multi-scale decoder, the overall architecture, and the loss function in the following 
subsection. 

3.1 Motivations 
If the accuracy of medical image segmentation cannot meet the actual requirements, it will 

lead to worse user experience in the clinical environment. Therefore, medical image 
segmentation needs higher accuracy compared with other image segmentation tasks. Since it 
is difficult to obtain appropriate medical image, the number of medical image datasets is very 
limited. The feature information of the image is very important, which requires us to extract 
and use all the feature information as much as possible in the segmentation process. Although 
U-Net has obtained some good results, its segmentation effect cannot completely meet the 
needs of medical image with a lot of detailed information. For example, only a single scale 
convolution kernel is used in the encoder, that is, the convolution operation of each layer from 
top to bottom can only obtain fixed information within the image, and the extracted image 
features are limited. And then, when a skip connection is created between encoding and 
decoding to transfer information, the connection between single corresponding layers 
aggravates waste of the image feature information. In addition, the decoding of the single 
deconvolution operation makes the successful transfer of image feature information cannot be 
used reasonably. Therefore, it is difficult to make full use of the image feature information due 
to the incomplete information extracted by the U-Net network encoder, the waste in the process 
of transferring information by skip connection, and the poor information recovery method of 
the decoder. Therefore, we propose to improve the encoder, the skip connection and the 
decoder of U-Net. Finally, the cross-entropy loss of U-Net has achieved good performance in 
most image semantic segmentation. However, when the number of object pixels only accounts 
for a small part of the whole image pixels, this loss function will lead to serious bias of the 
foreground to the background. Hence, a new loss function is proposed to solve the problem 
that the segmentation result is seriously biased to the background when the object pixels are 
less than the background pixels in medical image. 

3.2 Multi-scale encoder 
We usually want to segment medical images of cells, blood vessels and tumors with 

different shapes and sizes for segmentation task, and cannot only pay attention to the feature 
information of a certain fixed scale in the process of collecting information. To get a better 
segmentation image, the medical image segmentation network should analyze different scales 
objects as much as possible. Although the traditional multi-scale encoding can collect the 
changes of different scales, it also brings more parameters. Inspired by the GoogLeNet, a novel 
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multi-scale encoder is proposed which integrates the inception module into the U-Net encoder. 
It uses the inception structure of GoogLeNet network to add the 1×1 convolution to the multi-
scale encoder in this paper. By convoluting multi-feature information with 1×1, not only more 
image features can be collected, but also dimension reduction can be reduced which alleviates 
the huge amount of parameters. 

 Our proposed MEDU-Net+ network introduces the GoogLeNet convolution to the basic 
convolution block of the encoder, and uses the 1×1 convolution in each branch. The improved 
convolution block of the multi-scale encoder is given as Fig. 2. It consists of input block, three 
convolution with different kernels, the combination of pooling operation and convolution, 
concatenation and output block. 

 

 
 

Fig. 2. The convolution block of the multi-scale encoder. It consists of input block, three convolution 
with different kernels, the combination of pooling operation and convolution, concatenation and 

output block. 
 

The multi-scale encoder with the inception structure of GoogLeNet network can get the 
effect of the information interaction between channels by reducing the dimensionality. In 
addition, the proposed MD-UNet+ network adds convolution kernels of different sizes to each 
branch which can expand the receptive field and extract richer semantic information. 

 3.3 Layer-by-layer skip connection 
The skip connection can improve the image segmentation performance by using the 

horizontal connection of fused image features. The U-shape structure in U-Net is directly used 
in encoder and decoder, and a channel for information transmission is added between them by 
using the skip connection.  

However, only establishing a path for both encoder and decoder can only transfer the 
information of the corresponding layer, and the differences between the information reduce 
the effect of information fusion since the transmission span is too large. To reduce the 
differences in the connection process and further improve the segmentation results, we design 
a new skip connection, which establishes a more suitable path for transmitting information 
between encoding and decoding through the basic steps of convolution, deconvolution, and 
connection. This layer-by-layer skip connection can be seen as a cascade of multiple U-shaped 
networks, our proposed MEDU-Net+ achieves the goal of collecting and transferring semantic 
information of all encoding layers by using this transfer form. The process of up reverse 
decoding is added after each encoding, and the features with similar semantics and small span 
are fused together to get more image feature information. The improved connection is shown 
in Fig. 3. The red part is our developed connections, the black part is the connections of U-
Net, and these dashed lines indicate skip connections. Different from U-Net++ [14], each part 
of the middle connection is the transposed convolution of the next adjacent layer. As shown 
in Fig. 3, we add decoding after each step of encoding, fuse feature maps with similar 
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semantics and a small span, and deal with the segmentation details. 
 

 
 

Fig. 3. The improved connection. The red part is our developed connections, the black part is the 
connections of U-Net, and these dashed lines indicate skip connections. 

 

 3.4 Multi-scale decoder 
As we all know, multi-scale feature fusion is commonly used in the encoding. It can collect 

image features of different sizes of receptive fields through the multi-scale method. Because 
of this advantage, we introduce the multi-scale feature fusion to the decoding of our proposed 
MEDU-Net+ for getting better image segmentation performance. 

In recent years, the decoder has been a hot research topic to restore the feature map to the 
network input through a series of operations. It consists of three parts: up-sampling 
convolution layer, concatenation feature obtained from skip connection and 3×3 
deconvolution layer. We use multi-scale feature fusion to decoder instead of 3×3 
deconvolution layer since it cannot obtain good image segmentation performance. The multi-
scale feature fusion of decoding adopts different sizes convolution kernels to segment the 
object region as accurately as possible. The improved deconvolution block of the multi-scale 
decoder is shown in Fig. 4. It consists of input block, four deconvolution with different kernels 
and output block. The 1×1 and 5×5 convolution kernel branches are added to the 
deconvolution block of the multi-scale decoding in our proposed MEDU-Net+ network. 
Through the 1×1 deconvolution, the nonlinear characteristics are greatly enhanced while 
keeping the scale of the feature map unchanged, and better performance can be obtained. 

 

 
 

Fig. 4. The improved deconvolution block of the multi-scale decoder. It consists of input block, 
four deconvolution with different kernels and output block. 

 

 3.5 The overall architecture of our proposed MEDU-Net+ 
In recent years, the U-Net-based medical image segmentation has attracted much attention, 
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and many improved U-Net networks have been proposed gradually, such as V-Net [13], U-
Net++ [14], 3D U-Net [12], MultiResUNet [18], CE-Net [15] and U2-Net [28]. Some 
improved methods mainly improve the basic convolution block in the encoding, add residual 
connections between convolution blocks, or deepen and widen the network. However, these 
methods often bring the parameters increase explosively. 

 It is different from these previous improved U-Net networks which only improve the 
encoder and/or the connection, our proposed MEDU-Net+ network integrates the information 
between encoder and decoder, and also improves the encoder, decoder and skip connection for 
getting better performance. The overall architecture of our proposed MEDU-Net+ is shown in 
Fig. 5. The proposed MEDU-Net+ network still uses the U-shaped structure. Compared with 
U-Net, the proposed network performance have been greatly improved, and the number of 
parameters has a certain amount of increase since the U-shape structure is completely filled 
with the deconvolution transfer term. 

 

 
 

Fig. 5. The overall architecture of our proposed MEDU-Net+. It contains the multi-scale encoding 
combined with GoogLeNet, the new layer-by-layer skip connection and the multi-scale feature fusion 

of the decoder. 
 

The proposed MEDU-Net+ contains the multi-scale encoding combined with GoogLeNet, 
the new layer-by-layer skip connection and the multi-scale feature fusion of the decoder. The 
function of the encoding block is to extract image feature information through a series of 
operations such as convolution and pooling. This block contains four submodules, each 
submodule containing four branches: 1×1 convolution, the concatenated 1×1 convolution and 
3×3 convolution, the concatenated 1×1 convolution and 5×5 convolution, and the concatenated 
3×3 maximum pooling and 1×1 convolution. The output is the result of concatenating these 
four branches. After each submodule, a down-sampling layer is implemented through the 
maximum pooling, which sequentially collects deeper semantic information. The connection 
block introduces a new layer-by-layer return skip connection, which establishes a more 
suitable path for transmitting information between encoding and decoding through the basic 
steps of convolution, deconvolution, and connection. The layer-by-layer skip connection can 
be seen as a cascade of multiple U-shaped networks, using this transmission form to collect 
and transmit semantic information of all coding layers. The corresponding decoding block 
consists of four layers, each layer containing a submodule which composes of up-sampling 
and deconvolution. Different scales convolution of 1×1, 3×3, and 5×5 are selected for 
deconvolution the information. The results of each branch are then aggregated to obtain the 
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output of each deconvolution block at the decoding. During decoding, the resolution is restored 
by up-sampling until it is consistent with the resolution of the input image. The detailed 
contributions of our proposed MEDU-Net+ are given as follows: 

(1)The encoding convolution block of the MEDU-Net+ is replaced by the inception 
structure of the above-mentioned GoogLeNet convolution block. This inception structure 
includes 4 branches: the 1×1 convolution, the concatenated 1×1 and 3×3 convolutions, the 
concatenated 1 × 1 and 5 × 5 convolutions, and the concatenated 3×3 max pooling and 1×1 
convolution. And the output of the encoding convolution block is the result of the 
concatenating of the four branches. 

 

(2)We introduce a new skip connection in our proposed MEDU-Net+ network. The layer-
by-layer skip connection is the addition of a transfer item based on deconvolution, which can 
be seen as a cascade of multiple U-shaped networks. And the process of this new skip 
connection is convolution, deconvolution and connection. At last, we aggregate all the 
collected semantic information. 

 

(3)We introduce the multi-scale feature fusion to the decoding part for getting better image 
segmentation performance. The receptive fields in the aggregation process are equally 
important, and the extracted features can be recovered more comprehensively by using large 
and different scale receptive fields, so we choose convolution kernels of different sizes. The 
decoding part deconvolutes the convolution kernel sizes of 1 × 1, 1 × 1, 3 × 3 and 5 × 5, and 
then aggregates the results of each branch to obtain the output of the basic deconvolution block. 

Generally, our proposed network has only one main structure, without adding redundant 
branch structure. This novel network architecture has considerable flexibility, and it is 
convenient to add modules to further improve the performance. 

3.6 Loss Function 
The loss function [29] is used to measure the difference between the real value and the 

predicted value of a network. As a classical loss function, the cross-entropy loss of U-Net has 
achieved good performance in most image semantic segmentation. However, when the number 
of object pixels only accounts for a small part of the whole image pixels, this loss function will 
lead to serious bias of the foreground to the background, which makes poor segmentation 
results. The dice loss function can solve the problem of imbalanced positive and negative 
samples, but it is very disadvantageous to the prediction of small objects. Once some pixels of 
small objects are mispredicted, the dice coefficient may fluctuate greatly, resulting in great 
gradient change and unstable training. The generalized dice loss function is to integrate 
multiple types of dice loss functions, which improves the small objects segmentation 
performance. This loss function formula is given as follows: 
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category. The generalized dice loss function can solve the problem of imbalanced positive and 
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negative samples and can improve the segmentation performance of small objects. 
The focal loss function is suitable to solve the sample imbalance problem when the 

background pixels of medical image are far more than the object pixels. This loss function 
formula is given as follows: 

( ) ( ) ( ) ( ) ( )( )
1

1 ˆ ˆ ˆ ˆ1 log 1 1 log 1
N

f n n n n n n
n

L y y y y y y
N

γ γα α
=

= − − + − − −∑                     (2) 

Where ny  is the ground truth of the n-th pixel, N is the total number of pixels, nŷ  is the 
probability predicted value of ny , α and γ are parameters. We set α = 0.75 and γ = 2 in our 
experiment, since the network segmentation performance is the best under these parameter 
settings. 

A new combined loss function is proposed by combining the generalized dice and focal loss 
functions, which has both advantages of them. This novel combined loss function formula can 
be expressed as follows: 

( )1gd fL L Lλ λ= + −                                                      (3) 

Where λ (0 ≤ λ ≤ 1) is the trade-off parameter, and we set λ = 0.1 in our experiment, since the 
performance is the best in this case. The novel combined loss function solves the problem that 
the segmentation result is seriously biased to the background when the object pixels are less 
than the background pixels in medical image, and makes the small objects of medical image 
get better segmentation performance. 

4. Experimental results and analysis 

4.1 Datasets and evaluation indexes 
We choose the DRIVE [30], the ISBI2012 [31], and the CHAOS [32] datasets to train the 

network model to show the superiority of our proposed MEDU-Net+ network. The DRIVE is 
a retinal dataset with many small blood vessels, the most important thing for this dataset is 
how to extract as much detailed information as possible in the image. The ISBI2012 is a very 
common cell segmentation dataset in medical image analysis, which is challenged by ISBI. Its 
goal of segmentation is to extract cell edges which is a two-class classification problem. The 
CHAOS dataset includes MRI images and the ground truth of four organs including the spleen, 
liver, left kidney and right kidney [33]. Its goal of segmentation is to successfully distinguish 
the tumor area from other parts. In addition, these three datasets all have a small number of 
samples and a large amount of detailed information such as fundus blood vessels. It is 
noteworthy that we adjust the size of each image to a uniform value in the training process. 

In order to quantitatively evaluate the performance of our proposed MEDU-Net+ network 
more clearly and intuitively, we choose the pixel accuracy (PA), the intersection over union 
(IoU), and the mean intersection over union (MIoU) as evaluation indicators in simulation 
experiment. The values of these three indicators are all between 0 and 1, and the larger the 
values, the better the segmentation performance. 

4.2 Implementation Details 
It is noteworthy that we adjust the size of each image to a uniform value in the training 

process. And the environment of our experiments is a server with Linux operating system. The 
CPU of server is intel Xeon E5-2695 which is with 220GB RAM while the GPU is NVIDIA 
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Tesla M40 (12 GB). 
We adjust the size of each image to a uniform value during the training process. However, 

there are few images that can be trained in the medical image dataset, so we enhance these 
images in the process of image processing, flip the image 90 degrees horizontally and 
vertically, and try to use more complex elastic transformation to process these image, so as to 
increase the number of images through image enhancement. In order to avoid over fitting in 
the training process and reasonably evaluate the performance of our proposed network, we 
choose to use 10-fold cross-validation to optimize the whole network. We split the training 
and test sets, and then randomly combine them to generate ten different combinations of 
training and verification sets. In addition, we set the proportion of the verification set to 0.1, 
that is, 10% of the combined dataset is extracted as the test set. 

In the training process, we firstly try to start with a larger bitch size, but the selected size is 
too large, resulting in very unstable training results. By gradually reducing the value of bitch 
size, we finally set the bitch size as 1. Although the training time becomes longer, the 
performance has also been greatly improved. We select Adam optimizer with the fuzzy factor 
eps = 1e − 8 and the initial learning rate is 0.01 which reduces by 0.1 dynamically. 

According to [29], the network performance is the best when γ = 2, so we first refer to this 
value, and then increase or decrease by 0.5 with the center of 2 to observe the changes of the 
network performance. And then further increase or decrease the value in the unit of 0.1, and 
record the experimental results in turn. Finally, we found that the network performance is the 
best when γ = 2 through the experiment, so the value of γ is determined as 2. The existence of 
α can balance the attention to positive and negative samples in the training process. In order 
to adjust the proportion of background, we set the parameter α = 0.75. As for the combined 
loss function, we firstly set the value of λ as 0.5, record the experimental results, and then set 
the value of λ as 0.4 and 0.6 respectively, and record the experimental results. The 
experimental results at λ = 0.5 are better than those at λ = 0.6 and worse than those at λ = 0.4, 
so we further set the range of 0.1 to 0.4. The best experimental results are obtained by similar 
methods when λ = 0.1, so we set the parameter λ = 0.1. 

4.3 Ablation Study 

To verify the effectiveness of our proposed multi-scale encoder with GoogLeNet, layer-by-
layer skip connection, multi-scale decoder, and the loss function, qualitative and quantitative 
comparative experiments of different networks are carried out on the DRIVE datasets under 
the same experimental conditions. And we make the following four changes to compare with 
U-Net in this ablation experiment. The ablation experimental results are shown in Table 1. 

 
Table 1. The ablation experimental results 

Network PA IoU MIoU 
U-Net 0.9209 0.748 0.740 

GU-Net 0.9330 0.759 0.767 
SSCU-Net 0.9498 0.766 0.775 
MU-Net 0.9447 0.763 0.773 
CLU-Net 0.9354 0.757 0.756 

 
First of all, we use the inception convolution to replace the 3 ×3 convolution in U-Net to 

verify the performance of multi-scale encoder with GoogLeNet, and we call this method as 
the GU-Net in this paper. According to the experiment results of Table 1, we can see that after 
the convolution of the encoding is replaced with the inception structure, the PA, IOU, and 
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MIoU three quantitative indicators all have a certain improvement. In the improved encoding, 
not only 3×3 convolution is used to extract information, 1×1 and 5×5 convolutions are also 
added to the inception structure. The improved encoding increases the receiving field and is 
conducive to collecting more information, hence improves the network performance. 

In addition, to prove the effectiveness of the improved skip connection, we apply the 
proposed layer-by-layer skip connection to the connection between U-Net encoder and 
decoder, and we call this method as the single skip connection U-Net (SSCU-Net) in this paper. 
Experiments on the DRIVE dataset in Table 1 show that the values of PA, IoU and MIoU are 
increased to 0.9498, 0.766 and 0.775, respectively. The performance of the proposed layer-
by-layer skip connection network are improved since the previous skip connection does not 
completely transmit the depth information to the decoder, so we return the extracted 
information in time through the layer-by-layer method. The decoder can provide more 
available image feature information for the decoding process. 

And then, we improve the decoding of U-Net to the multi-scale decoding to compare it with 
U-Net on the DRIVE dataset, and we call this method as the multiscale U-Net (MU-Net) in 
this paper. Experiments on Table 1 show that the values of PA, IoU and MIoU are increased 
to 0.9447, 0.763 and 0.773, respectively. The U-Net network has been significantly improved 
by the multi-scale decoding. The reason for the improvement performance is that the multi-
scale decoding can make full use of the collected feature information, and achieve better image 
segmentation results. Finally, we replace the cross-entropy with the combined loss function, 
and we call this method as the combined loss U-Net (CLU-Net). Experiments on Table 1 show 
that the values of PA, IoU, and MIoU are correspondingly improved to 0.9354, 0.757, and 
0.756, respectively. The new combined loss function improves the problem that the object 
pixel is smaller than the background pixel, so that the small object medical image can obtain 
better segmentation performance. 

4.4 Comparisons with other networks 
To verify the effectiveness of our proposed MEDU-Net+, we compared it with other image 

segmentation networks including U-Net, V-Net, MA-Unet, MDU-Net, MultiResUNet and 
CE-Net on these three datasets. We give the visual effects of different network for the image 
segmentation of the three different datasets in Figs. 6-8, respectively. 
 

 
Fig. 6. The visual segmentation results of DRIVE. 

 

 
Fig. 7. The visual segmentation results of ISBI2012. 



1720                                Zhenzhen Yang et al.: MEDU-Net+: a novel improved U-Net based on multi-scale encoder-decoder for  
medical image segmentation 

 
Fig. 8. The visual segmentation results of CHAOS. 

 
The DRIVE dataset contains the most detailed information, so in the segmentation process, 

the extract information ability of the segmentation network is particularly important. As shown 
in Fig. 6, the image segmented by the U-Net network can only segment basic contours and 
shapes, and there are almost no small blood vessels in the result image. Compared with MA-
Unet network with multi-scale structure in the encoder, the segmentation effect of V-Net is 
not obvious. The image segmented by MA-Unet network is better than V-net network, and 
some medium-sized details can be segmented. MDU-Net network adopts multi-scale densely 
connection, which can extract more detailed information, and the segmented image is also 
finer, but the edge processing is still lacking; MultiResUnet network adds residual connection 
on the basis of multi-scale, and the detail processing is also better. CE-Net network adopts 
multi-scale and attention mechanism, which has better performance. It can not only completely 
segment the main information, but also extract more complete detailed information. Through 
our proposed MEDU-Net+ segmentation, the extracted image information is the most 
complete. Compared with the ground truth, it is not difficult to find that the segmented images 
of our proposed MEDU-Net+ misses some very detailed parts, and the edge information is 
almost not lost. 

The ISBI2012 dataset is a representative segmented dataset in this experiment, the image of 
this dataset does not contain too much detailed information. As shown in Fig. 7 that the visual 
segmentation results of U-Net, V-Net, MA-Unet, MDU-Net, MultiResUnet, and CE-Net 
networks become better in turn. The segmented results of our proposed network have the most 
complete outline, and are the most similar to their ground truths. 

The edge information of CHAOS is better than the DRIVE dataset, but there is interference 
information in the image, so it is easy to cause misjudgment when the feature information is 
insufficient in decoding. This situation is very obvious in U-Net and V-Net networks. As 
shown in Fig. 8, the results segmented by U-Net and V-Net networks are misjudged, and the 
background information is misjudged as the object information. Although the performance of 
MA-Unet, MDU-Net and MultiResUnet have been improved, there are also some errors. CE-
Net network does not have a judgment error, but the contours of the segmented images are 
incomplete. The proposed MEDU-Net+ network not only correctly segments the object, but 
also the contours of the segmented images are more in line with their ground truths. 

In conclusion, we can see from Figs. 6-8 that our proposed MEDU-Net+ can get better 
segmentation results than the other compared networks such as U-Net, V-Net, MA-Unet, 
MDU-Net, MultiResUnet, and CE-Net on the DRIVE, ISBI2012 and CHAOS datasets. 

In order to further clearly demonstrate the performance of our proposed MEDUNet+ 
network, we use PA, IoU and MIoU as quantitative indicators to conduct experiments on the 
DRIVE, ISBI2012 and CHAOS datasets, and compare it with other medical image 
segmentation networks such as U-Net, V-Net, MA-Unet, MDU-Net, MultiResUnet, CE-Net, 
DIU-Net, and MECAU-Net. The experimental results are shown in Table 2. 
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Table 2. The experimental results of different networks 

Network 
DRIVE  ISBI2012  CHAOS 

PA  IoU MIoU PA  IoU MIoU PA  IoU MIoU 

U-Net 0.9209 0.748 0.740 0.9339  0.747 0.738 0.9172 0.743 0.741 

V-Net 0.9283  0.766 0.755 0.9482  0.761 0.764 0.9230 0.758 0.747 

MA-Unet 0.9312  0.767 0.762 0.9467 0.761 0.759 0.9307 0.760 0.753 

MDU-Net 0.9330  0.766 0.767 0.9484  0.765 0.762 0.9346 0.763 0.762 

MultiResUNet 0.9392  0.767 0.763 0.9501 0.764 0.763 0.9378 0.778 0.776 

CE-Net 0.9393 0.764 0.778 0.9478 0.762 0.769 0.9308 0.773 0.768 

DIU-Net 0.9395 0.768 0.774 0.9485 0.769 0.770 0.9398 0.776 0.773 

MECAU-Net 0.9491 0.777 0.786 0.9488 0.779 0.780 0.9489 0.780 0.779 

MEDU-Net+ 0.9587 0.783 0.790 0.9543  0.786 0.789 0.9548 0.782 0.780 

 
As shown in Table 2, the performance of V-Net, MA-Unet, MDU-Net, MultiResUnet, CE-

Net, DIU-Net and MECAU-Net are better than that of U-Net, and our proposed MEDU-Net+ 
achieves the best performance on the DRIVE, ISBI2012 and CHAOS datasets. Specifically, 
on the DRIVE dataset, the PA, IoU and MIoU values of U-Net are 0.9209, 0.748 and 0.740 
respectively, and the PA, IoU and MIoU values of our proposed MEDU-Net+ are 0.9587, 
0.783 and 0.790 respectively, which are 4.105%, 4.679% and 6.757% relatively higher than 
that of U-Net respectively. On the ISBI2012 dataset, U-Net has also achieved good 
performance, and the performance of our proposed MEDU-Net+ are still the best. The values 
of PA, IoU and MIoU are 0.9543, 0.786 and 0.789 respectively, which are 2.184%, 5.221% 
and 6.911% relatively higher than that of U-Net respectively. On the CHAOS dataset, the 
performance of our proposed MEDU-Net+ are also the best. The values of PA, IoU and MIoU 
are 0.9548, 0.7832 and 0.780 respectively, which are 4.099%, 5.249% and 5.263% relatively 
higher than that of U-Net respectively. In conclusion, compared with the other medical image 
segmentation networks, our proposed MEDU-Net+ achieves the best performance. The first 
reason of the best results of our proposed MEDU-Net+ is that the GoogLeNet is designed in 
the encoding to obtain more semantic information; In addition, the new layer-by-layer skip 
connection is designed between encoding and decoding to connect the information of each 
layer, preserving all feature information as much as possible to reduce the semantic gap 
between the left and right parts of feature information. Besides, the deconvolution block at the 
decoding with multi-scale processing helps better recover the segmented image. Finally, the 
new combined loss function makes the proposed network segment small object medical 
images and extract more edge feature information. 

In order to demonstrate the complexity of our proposed MEDUNet+ network, we use 
parameters size (MB) as the quantitative indicator to conduct experiments on the DRIVE 
datasets, and compare it with other medical image segmentation networks such as U-Net, V-
Net, MA-Unet, MDU-Net, MultiResUnet, CE-Net, DIU-Net, and MECAU-Net. The 
experimental results are shown in Table 3. 

 
Table 3. The experimental parameters size of different networks 

Network U-
Net 

V-
Net 

MA-
Unet 

MDU-
Net 

Multi- 
ResUNet 

CE-
Net 

DIU- 
Net 

MECAU-
Net 

MEDU-
Net+ 

Parameter 5.43 8.93 10.57 12.33 12.45 15.24 12.38 5.89 12.25 
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It can be seen from Table 3 that parameter size of the proposed MEDU Net+ is smaller than 

that of MDU-Net, MultiResUnet, CE-Net, and DIU-Net, and larger than that of U-Net, V-Net, 
MA-Unet, and MECAU-Net. Parameter size is an effective representation of network 
complexity. Experimental results have verified that the complexity of the proposed MEDU 
Net+ is lower than that of MDU-Net, MultiResUnet, CE-Net, and DIU-Net, and higher than 
U-Net, V-Net, MA-Unet, and MECAU-Net, but its performance is better than other 
comparative networks. 

5. Conclusion 
In this paper, we propose a novel improved U-Net called MEDU-Net+ for medical image. 

We introduce GoogLeNet to obtain more information at the encoder, and present multi-scale 
feature extraction to fuse different scales of semantic information at the encoder and decoder. 
At the same time, we also introduce a layer-by-layer skip connection to connect the 
information of each layer, so there is no need to encode to the last layer and then return the 
information. In addition, we divide the unknown depth network into each part of the 
deconvolution layer, replacing the original U-Net network directly connected to the encoder 
and decoder. And then, combining the advantages of the generalized dice and the focal loss 
function, we propose a new combined loss function to extract more edge information. Finally, 
we test our proposed MEDU-Net+ network and other classical medical image segmentation 
networks on three classical datasets. The experimental results show that our proposed MEDU-
Net+ has a significant improvement compared with other medical image segmentation 
networks. We also acknowledge limitations in the data, the model, and the experimental setup 
of our proposed network to show deep understanding of our research and provide avenues for 
future work. For the data, we select three representative medical image datasets for 
segmentation experiments, but their proportion in medical images is still very small. In future 
work, we will consider conducting experiments on more medical image datasets to improve 
the universality of segmentation networks in the field of medical images. For the model, the 
proposed medical image segmentation network in this paper mainly focuses on the 
segmentation of two-dimensional medical images. For three-dimensional medical image 
segmentation, it can be sliced into two-dimensional images for processing one by one, but the 
relationships between images and the characteristics of different medical images are not 
considered. In further work, the relationships between images and the characteristics of 
different medical images will be considered to improve the segmentation accuracy of the 
network for three-dimensional medical images. For the experimental setup, the experimental 
parameters in this paper are manually selected through a large number of experiments. In 
future work, optimization algorithms for parameter selection will be studied and implemented 
to obtain the optimal parameters. 
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